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1. Introduction

In order to understand the global structure, dynamics, and physical and chemical
processes occurring in the upper atmospheres, exospheres, and ionospheres of the Earth, the
other planets, comets and planetary satellites and their interactions with their outer particles and
fields environs, it is often necessary to address the fundamentally non-equilibrium aspects of the
physical environment. These are regions where complex chemistry, energetics, and
electromagnetic field influences are important. Traditional approaches are based largely on
hydrodynamic or magnetohydrodynamic (MHD) formulations and are very important and highly
useful. However, these methods often have limitations in rarefied physical regimes where the
molecular collision rates and ion gyrofrequencies are small and where interactions with
ionospheres and upper neutral atmospheres are important.

At the University of Michigan we have an established base of experience and expertise in
numerical simulations based on particle codes that address these physical regimes. The Principal
Investigator, Dr. Michael Combi, has over 20 years of experience in the development of particle-
kinetic and hybrid kinetic/hydrodynamics models and their direct use in data analysis. He has
also worked in ground-based and space-based remote observational work and on spacecraft
instrument teams. His research has involved studies of cometary atmospheres and ionospheres
and their interaction with the solar wind, the neutral gas clouds escaping from Jupiter’s moon lo,
the interaction of the atmospheres/ionospheres of lo and Europa with Jupiter’s corotating
magnetosphere, as well as Earth’s ionosphere.

Grants from the Applied Information Systems Research Program (AISRP) have
supported the basic construction and first applications of three-dimensional, neutral and ion
kinetic particle models, which have potential application to various space science problems. The
purpose of this grant, which resulted from a selection for one year of funding at reduced support,
was to continue some unfinished work, including publication of ongoing work, and to bridge to a
new proposed work. The new proposal was declined. The main new task was in the area of
exploring the possibility to integrate kinetic and hydrodynamic methodologies into one code for
application to space science applications. This report describes our progress during this year.

2. A Kinetic Hybrid Particle Code for Application to Space Science

This year saw the publication of our paper (Lipatov and Combi, 2006) begun with
previous support from the AISRP to perform kinetic hybrid particle calculations for applications
to space science. The application was for the interaction of Jupiter corotating magnetized plasma
with the volcanically produced atmosphere of its moon lo. A copy of this paper is attached to
this report.

3. Hybrid DSMC/CFD Approach

Simulations of real gas flow often require numerical solutions with a wide variation of
macroscopic parameters in the computational domain. In some cases, the gas flow in a part of the
domain could be in a rarefied regime while another part may be in continuum regime. Rarefied
flow conditions appear in different kinds of circumstances in the numerical study of cometary
comae (e.g., the Knudsen layer at the surface, on the night side of nuclei, at large distances from
the nucleus and for weak comets in general). Even though the kinetic approach is generally
appropriate physically to study gas flows even in the fluid limit (because the fluid equations
themselves are approximations of the general kinetic formulation), it might make the numerical
simulations of the flow less efficient computationally. So, developing an efficient numerical
approach that can be used for simulation of gas systems under continuum/rarefied conditions is
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an important problem of modern numerical gas dynamics. An approach that utilizes DSMC and
fluid (CFD) methodologies in different subdomains has been described in various papers [Bird,
1998; Ivanov et al., 2000; Ivanov and Markelov, 2000; Hash and Hassan, 1996; Roy et al.,
2002; Wang and Boyd, 2003; Wang et al., 2002].

We were successful in building and testing the hybrid Euler/DSMC code, but we found
two main negative results in applying the technique to comets. The first one questions the utility
of the practical speed-up of the method when applied to the intended application, comets. The
second potentially indicates that an Euler solver may never actually be adequately applied to the
comet problem. Both are actually important negative results in indicating the appropriate
direction for future practical methodologies for these transitional space science applications.

The first is that while the Euler (CFD) solver is of course faster computationally than a
DSMC calculation on a cell-by-cell basis, even when the DSMC is applied with collision
limiting in the collisional limit, practical savings to computation time were not realized. Unless
the computational volume is dominated by a significant fraction of computational cells that can
be treated with the Euler solver, the savings is small. In the dusty-gas cometary application for
which were developing this technique, most of the volume, and therefore most of the cells, still
need to be treated in the kinetic limit. For example if 10% of the cells can be computed with the
Euler solver and there is a speed-up, even of a factor of ten, the resulting computational savings
is only 9%. In reality, there is significant complication added to treat the boundary layers
between the two domains. In the comet case there is a kinetic domain within a few meters of the
surface and then a fluid domain extending from a few meters to typically hundreds of kilometers
and then another kinetic domain extending to a million km an more. Even though the number of
cells is kept reasonable because their sizes increase geometrically with distance from the nucleus,
there is still a complicated boundary between the domains where accurate macroparameters need
to be collected from the kinetic simulation for specifying the Euler conditions, and conversely
new particle creation needs to be specified for entrance into the kinetic regime from the Euler
volumes.

The second issue deals with the interface between the kinetic and fluid domains for the
comet application in particular. It appears that even for the simplest 1D spherical flow model,
wherever the boundary is placed between the fluid and DSMC regimes, the variation of the
macroparameters is always continuous in value but their derivatives (or slopes) are sometimes
not. The problem is worst for the most difficult macroparameter, the temperature, which is
based on the second moment of the distribution function. Moving the boundary well into the
fluid regime helps but does not eliminate the problem, and further complicates the first issue by
decreasing the size of the fluid domain. The results are demonstrated in Figures 1 - 4.

4. Two-Phase (Dust and Gas) Kinetic Model with Sublimating Grains

The cometary literature has been filled with suggestions that icy grains may be released
with dust from the nucleus of the comet, dragged away with the gas flow, and contribute to an
"extended" source of gas that might have significant impact on the physical state of the entire
atmosphere (Huebner and Weigert 1966; Delsemme and Wenger 1970; Delsemme and Miller
1971). The bright comet Hyakutake (C/1996 B2) raised further direct evidence for the existence
of icy grains and large icy fragments clearly producing a significant fraction of additional gas
away from the nucleus. There has been little or no physical modeling of the potential dynamical
and thermodynamical effects of the inclusion of such extended sources on the coma.
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Figure 1. Gas Density in a Cometary Coma with a Hybrid Euler/DSMC Model. The red
line shows the gas density (meters™) in the coma as a function of distance from the center of
the nucleus of the comet (meters). The yellow box indicates the volume computed with the
Euler solver. The small region to the left of the yellow box is the Knudsen layer at the
surface and the expansion region region to the right of the yellow box are both computed
using the kinetic DSMC model. The small discontinuity in the slope of the line is more
apparent on the right edge of the yellow box, but is also present on the left.




v —1450

—1400

-1 350 %
>

-1 300

—1250

10° 10* 10° 10°
X

Figure 2. Gas Velocity in a Cometary Coma with a Hybrid Euler/DSMC Model.
The box to the left corresponds to the yellow box in Figure 1. Here the curved line gives
the gas velocity in meters s as a function of distance from the center of the nucleus (in
meters). The discontinuity in the slope of the velocity at the boundaries between the
Euler and DSMC regimes is not as bad as either the density or the temperature.

The early informal reporting of "arcs" of gas in the distribution of the minor carbon radicals in
images of Hyakutake raised some interesting possibilities. The discovery that the arcs were
present in the distribution of OH, the main by-product of water the most abundant gas species in
comets, meant that the arcs were a fundamental feature of the comets tenuous atmosphere (or
coma) itself. Harris et al. (1997) reported the existence of CN and OH gas arcs in comet
Hyakutake, and we performed DSMC modeling of the arcs as part of that discovery paper as an
interaction of two sources of gas, one from the nucleus and one from the released fragments
which were seen moving slowly down the tail of the comet. In addition to the individual large
fragments there was significant independent evidence for multiple outbursts by the comet where
many small particles were released, raising the gas production rate of the whole atmosphere by a
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Figure 3. Gas Pressure in a Cometary Coma with a Hybrid Euler/DSMC Model. As

in Figures 1 and 2 the yellow box to the left again separates the inner Knudsen layer to the
left of the box, the fluid region inside the box and the outer expansion region to the right
of the box. Here the changes in slope are again apparent.

factor of 3. This meant that for times of a few days, the ejected cloud of particles produced more
gas than originally vaporized from the nucleus.

We have modified our dusty-gas DSMC model to include the effects of sublimating
grains on the dynamics of the coma. This required some fundamental changes to the source/
boundary parts of the code. Grains of a specified size distribution and water content are released
just like the dust particles from the surface of the nucleus, but are then allow to sublimate as they
are heated by sunlight. They are fully coupled collisionally to the gas. We have completed the
inclusion and testing of this feature in our parallelized DSMC model as part of the this project
and are now completing runs and analysis of observations of dust and gas in comet Hyakutake as
part of one of our planetary research and analysis grants. The results are being incorporated as
part of the doctoral dissertation of Mr. Valeriy Tenishev and will be written into a paper to be
published in an archival journal -- Icarus or Astrophysical Journal -- later this year. Preliminary
versions of these results were presented at the 2005 Division for Planetary Sciences meeting in
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Figure 4. Gas Temperature in a Cometary Coma with a Hybrid Euler/DSMC Model.
As in Figures 1 - 3 the yellow box to the left again separates the inner Knudsen layer to
the left of the box, the fluid region inside the box and the outer expansion region to the
right of the box. Here the changes in slope are again apparent.

Cambridge, England (Combi and Tenishev, 2005) and the Fall AGU meeting (Combi and
Tenishev, 2005) as work progressed.

Figure 5 shows plots of the gas velocity and temperature as a function of distance from
the center of the nucleus for comet Hyakutake as modeled with our dusty-gas DSMC code with
sublimating grains. The solid lines give the pure gas model as a baseline and the dashed line
gives a model with the same level of gas production from the nucleus but with an additional
factor of 2 gas production from outflowing sublimating icy grains.

As part of continuing research and analysis grants from NASA we are now using the
code and adjusting the various parameters, such as the particle size distribution and the size of
the icy grain outburst, in order to have the model compare favorably with observations of gas
and dust outflow during one of the comet's outbursts (Samarasinha et al., 2004).
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Figure 5. Gas Flow in comet Hyaktutake with Sublimating Grains. Above is a
plot of the gas velocity and below the gas temperature for comet Hyakutake both as
functions of distance (R) from the center of the nucleus in meters. The velocity is in
meters s, the temperature is in Kelvins. The solid line is the pure gas model for
comparison. The dashed line includes the sublimating grains.




5. Kinetic Dusty-Gas Modeling Support for the Rosetta Mission.

One of the important goals of the AISRP is to provide new computational tools for use in future
NASA programs. An interdisciplinary international modeling effort is underway, organized by
the International Space Science Institute (ISSI) in Bern, Switzerland, in association with the
Rosetta project (ESTEC) and the JPL Rosetta project (the support and organizing infrastructure
for US investigators on the Rosetta project). As part of this effort, this PI is the lead investigator
in the area of dusty-gas coma modeling (with T. Gombosi, U. Michigan and N. Thomas, U.
Bern). The larger effort involves several other teams of investigators performing (1) MHD
modeling of the comet/solar-wind interaction (T. Gombosi, K. Hansen, and M. Combi, U
Michigan), (2) nucleus and surface-boundary modeling (B. Davidsson and H. Rickman, Uppsala
U.), (3) electron energetics (T. Cravens U. Kansas), (4) plasma hybrid modeling (U.
Motschmann and T. Bagdonat, MPI Braunschweig), (5) coma chemistry (K. Altwegg, U. Bern,
and the entire U. Michigan group). Rosetta Project Scientist G. Schwehm and US Rosetta
Project (JPL) Scientist C. Alexander are also participants, as are a number of other Rosetta
scientists. We have been performing dusty-gas DSMC model calculations using our code
developed as part of grants from the AISR program -- this one as well as previous ones. The
work is also supported in concert with other NASA grants from Headquarters and through JPL.

A first set of coupled results was presented at the 2005 Division for Planetary Sciences meeting
(Hansen et al. 2005). The dusty-gas DSMC results are shown in Figure 6. A preliminary
version of the DSMC results alone had been presented at the 2004 DPS meeting along with a
description of the nucleus thermophysical model by our collaborator Bjorn Davidsson (Uppsala
University) that produces the atmospheric dusty-gas source from the nucleus (Zenishev, Combi
and Davidsson, 2004). The quantitative neutral coma results are then use for input into MHD
and hybrid kinetic models for the comet/solar-wind interaction.

A complete set of publications and presentations with citable references during the funding
period resulting from AISRP funding is given at the end of this report.
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f The Dust and Gas Environment
({DSMC Dust and Gas, Charged Dust)
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2as and dust particle distributions using millions of part-
cles and a mesh which is either made up of axisyvmmemric
miangles (200 or terzhedrons (30). The mesh size can
e adapted to the local mean free path of the particles.
This adaptaton allows a simulation domain that starts
at the nuclens (~2km) and extends cutward to 10 km.
The model is implemented for massively parallel com-
puters. The model accounts for all important processes
including collisions, IF. cooling, solar radiation pressure
and noclens gravity, and full water photochemisay and
photochemical kinetics. Various details of the model are
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Figure 6. Dusty-Gas DSMC Model Results for Comet 67P/Churyumov-Gerasimenko
throughout the Rosetta Mission. Above are the dusty-gas results presented at the 2005
Division for Planetary Sciences meeting using our dusty-gas DSMC comet model. The
calculations are used to predict the dusty-gas environment around the nucleus and to serve as
the source for ions as quantitative input into MHD and hybrid plasma models for the
interaction of the comet with the solar wind.
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Abstract

The global dynamics of the ionized and neutral gases in the environment of lo plays an important role in the interaction of Jupiter’s corotating
magnetospheric plasma with lo. Stationary simulations of this problem have already been done using the magnetohydrodynamics (MHD) and th
electrodynamics approaches. One of the major results of recent simplified two-fluid model simulations [Saur, J., Neubauer, F.M., Strobel, D.F.
Summers, M.E., 2002. J. Geophys. Res. 107 (SMP5), 1-18] was the production of the structure of the double-peak in the magnetic field signatu
of the 10 flyby. These could not be explained before by standard MHD models. In this paper, we present a hybrid simulation for lo with kinetic
ions and fluid electrons. This method employs a fluid description for electrons and neutrals, whereas for ions a particle approach is used. W
also take into account charge-exchange and photoionization processes and solve self-consistently for electric and magnetic fields. Our model m
provide a much more accurate description for the ion dynamics than previous approaches and allows us to account for the realistic anisotropic ic
velocity distribution that cannot be done in fluid simulations with isotropic temperatures. The first results of such a simulation of the dynamics of
ions in lo’s environment are discussed in this paper. Comparison with the Galileo 10 flyby results shows that this approach provides an accurat
physical basis for the interaction and can therefore naturally reproduce all the observed salient features.

0 2005 Elsevier Inc. All rights reserved.

Keywords: 1o; Jupiter; Magnetosphere; Satellites; Atmospheres

1. Introduction of integro-MHD/kinetic-Boltzmann equations which describe
the dynamics of Jupiter's corotating magnetospheric plasma,

The interaction of the jovian plasma torus with lo is a funda-Pickup ions and the ionosphere together with the neutrals from
mental problem in magnetospheric physics. The plasma envl0’s atmosphere. To leading order, the plasma and neutral atoms
ronment near lo was studied in situ by Galileo during the primeand molecules are coupled by charge exchange and ionization.
mission and the extended Galileo Europa mission including théhe characteristic scale of the ionized components is usually
pass 10 in December 1995, 124 in October 1999, and 127 irfletermined by the typical ion gyroradius, which for lo is much
February 2000Frank et al., 1996; Frank and Paterson, 2000jess than characteristic global magnetospheric scales of inter-
Kivelson et al., 1995 est, but the ion gyroradius may be comparable with the size

The most general and accurate theoretical approach for thi§e current sheets near lo. By contrast, the mean free path of
problem would require the solution of a non-linear coupled seneutral particles is comparable to the characteristic exospheric

scales such as the thickness of the exosphere or the scale height
_— of the atmosphere of lo. Consequently, the Knudsen number
Corresponding author. Address for correspondence: Department of PhysicR,ny — */Lexo (1, the mean free path of neutral particles and

The University of Alberta, Edmonton, AB T6G 2J1, Canada. Fax: +1 (780) 492Lexo, a characteristic exospheric scale), which is a measure of
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E-mail addresses: alipatov@phys.ualberta.dipat@antivir.ry the distribution relaxation distance, satisfi@s< 1 inside the
lip@linmpi.mpg.de(A.S. Lipatov). exosphere, ann > 1 outside the exosphere. Thus it is gener-
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ally not valid to assume that the distribution of the neutral atomsvhich are likely to be important very close to lo where the neu-
and ions can relax to a Maxwellian distribution, and one needsal densities are large and the electric potential can introduce
ideally to solve a Boltzmann equation for the neutral and ion-non-symmetric flow around body. MHD models either include
ized components in which charge exchange and photoionizatiaronstant artificial conductivitylinker et al., 1998 or assume
processes are included. This is why kinetic approaches, such perfect conductivity Combi et al., 1998 Comparisons of the
Direct Simulation Monte Carlo have been applied to understandets of published results do not indicate that this choice has any
global aspects of the neutral atmosphévarconi et al., 1996; important consequence.
Austin and Goldstein, 2000 The magnetized models dfinker et al. (1998)produced
Plasma kinetic simulations are, however, much more complia broad and deep perturbation, but not the self-reversal at the
cated, and even at the current stage of computational technologgnter of the wake (the double-peak or bite-out). Thus, the ob-
require some approximations and compromises to make sonservational data, e.g., density and magnetic field profile along
initial progress. Several approaches for including the neutrathe Galileo trajectory cannot be fully explained by MHD mod-
component and pickup ions self-consistently in models describels. The most recent evidence from all the Galileo flyby data is
ing the interaction of plasma torus with lo have been formu-that lo does not possess any substantial internal magnetic field
lated. Early theoretical work was often done either in the coneof its own Kivelson et al., 2001l
text of a “thin” atmosphere (e.g., s&boutier et al., 1978in- The first electrodynamic modelS#ur et al., 1999roduced
dicative of the surface temperature (130 K), or “thick” extendedmagnetic field perturbations that are similar to the Galileo mea-
neutral atmosphere (e.g., séeertz, 198D more indicative of surements, but none are quite as deep or as broad, and none have
volcanic temperatures (1000 K). Subsequent evidence (see ttige reversal of the perturbation (the double-peaked structure) in
review by Lellouch, 1996 seems to indicate a mixed picture the center of the wake. In the electrodynamical modebadir
of an irregular global atmosphere, which has a large extendegt al. (2002) they added an extra ionization source, based on
corona like a thick atmosphere, but appears to be dominatetie high-energy bidirectional electrons observed\Bljiams et
by local sublimation and major injection of hot (high speed)al. (1996, 1999hnd Frank and Paterson (1999)hese high-
gas/dust plumes to high altitudes but only near active volcanienergy electrons were included as an energy source in addition
vents. Therefore, although the atmosphere is probably only Iato electron impact ionization by the thermal electrons and pho-
cally and irregularly thick, it still has a large extended neutraltoionization to create a dense plasma wake as is observed. Elec-
corona which provides a sufficient source of impact ionizationtrodynamic simulations without these extra bidirectional elec-
and photoionization to explain a spatially extended interactiortrons show a nearly empty wak8dur et al., 199%nd indicate
with the plasma torus. that the electrodynamic part of 10’s interaction is best described
Southwood et al. (1980xamined data from several Voy- as an ionosphere-like interaction rather than a comet-like in-
ager instruments and examined the possible role of an intrinteraction Saur et al., 2008 Saur et al. (2002fjemonstrated
sic magnetic field for lo as a way to retain a robust enougtthat diamagnetic and inertial currents are responsible for forma-
ionosphere, which could provide enough conductivity for com-tion of the observed double-peak magnetic profile along the 10
pleting the lo—Jupiter current circuiNeubauer (1980pre-  trajectory. Their model produced a magnetic field profile with
sented an analytical model of the Alfvén standing wave currenén oscillating structure and a maximum that is narrower than
system which connects current through the ionosphere of Idhe observations for a standard atmosphere model (Fig. 11 in
Southwood and Dunlop (1984hdIp (1990)suggested models Saur et al., 2002 When using a longitudinally symmetric at-
stating that mass loading effects should result in the formatiomosphere they obtained a strong double-peaked structure, but
of a tail-like structure in the wake behind lo; as a consequencthe breadth of the structure along the spacecraft trajectory was
of the enhanced plasma density, the magnetic field perturbdnalf the size of that observed (Fig. 14 $aur et al., 200Rand
tions are continued into the wake. Thus the field-aligned currenthe amplitude of the peaks was much smaller than observed.
is not only generated by lo itself, but also in the wake. This We could go into a litany of the good and bad points of each
has been born out in Hubble Space Telescope images of tleethod. The electrodynamic approach for example is essen-
footprint of lo and its wake on Jupiter’s ionosphetgrke et tially an incompressible fluid with a non-self-consistent B field
al., 2003. Several years after Voyager, 3D numerical studies obut includes realistic conductivities and a more self-consistent
the plasma flow past lo were performed using electrodynami@nization source. MHD includes a compressible fluid and a
(Wolf-Gladrow et al., 198y, magnetohydrodynamidinker et  self-consistent B field, but uses an imposed ionization dis-
al., 1989, 1991)and resistive magnetohydrodynami€opp, tribution and does not include realistic conductivities (this is
1996; Kopp et al., 1998pproaches. true even for Kopp’s model which claims to be resistive). The
There have been recent efforts to improve and extend thelectrodynamic approach makes some attempt of dealing with
pre-Galileo simulations both in terms of the MHIZdmbi  electron temperature for ionization, but does not include its dy-
et al., 1998; Linker et al., 1998; Kabin et al., 200dnd the  namical effects. MHD essentially avoids dealing with electrons
electrodynamic $aur et al., 1999approaches. These two ap- except indirectly.
proaches are distinguished by the physical assumptions which In this paper, we describe a new approach to solving the
they each do and do not (or in some cases, can and cannot) itime-dependent Boltzmann equation (a “particle in cell” ap-
clude. MHD cannot, at least yet, include the effects of realistiqproach) together with a hybrid plasma (ion kinetic) model in
conductivities (Hall and Pedersen) or charge separation effectaree spatial dimensions using a prescribed but adjustable neu-
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: S 5
tral atmosphere model for lo. A Boltzmann simulation is ap- ' ' ' '

plied to model charge exchange between (incoming and pickup) Y®
ions and the immobile atmospheric neutrals. Several simula-
tions have been run, and the results described. We show for
the first time the predicted distribution for ions and the electro-
magnetic field throughout lo’s environment. The results of these
kinetic simulations are compared with those obtained from re-
lated MHD models and the Galileo 10 flyby observational data.
Through model-data comparison we deduced the best combi-
nation of parameters for our model that can satisfactorily repro-
duce the main behavior of the observational data. Comparison
of the results of our hybrid simulation with the Galileo 127 flyby

3 Tdupiter

Co-rotation

X (lo radii)

56.8 km/s

and results of our fluid-ion—particle-ion simulation will be pre- Galileo Trajectory
sented in future publication. 5 I I I I
-5 -3 -1 1 3 5
2. Formulation of the problem and mathematical model Z (o radi)
2.1. Smulation model Fig. 1. Galileo trajectory close to lo and the system of coordinates. Riaivn

etal. (2001)

To study the interaction of the plasma torus with the ion- . . . .
ized and neutral components of lo’s environment we use (Ja.n this paper we use the partlcle—mesh_model for ion dynamics
quasineutral hybrid model for ions and electrons. The modéfStéad of the Vlasov/Boltzmann equation, L. .
includes ionization, which in the lo environment is dominated 1 he Single ion particle motion is described by the equations
by electron impact ionization, not photoionization, and chargdS€€; €-9-, Eas. (1) and (14) frdiankofsky et al., 198y
exchange. In any case the ionization mechanism is not specd ;
fied. We explicitly include ionization mass-loading and charge g;
exchange as the dominant mechanisms for the interaction away, ; ¢ Vs x B
from the lower boundary at lo, but we include a finite conduc-"g,~ =~ Mi (E )
tivity, given by the diffusion scale length, at the inner boundary. MeVie MeVie
The atmosphere is considered to be an immobile component in Y (Vs —Ui) — Mien; J — vioVy. 1. 2
this paper.

The general scheme of the global interaction of the plasm
torus with lo and the Galileo 10 trajectory is given kig. 1
The Galileo 10 flyby occurred nearly in the equator plane of lo
and perpendicular to the direction of the plasma wake define
by the corotating plasma flow past lo. The spacecraft trajecto
passed approximately 900 km down-stream of lo (in the sen
of the plasma torus flow). In our coordinate systemztexis is
parallel toUp (corotational plasma velocityy; is aligned with
the spin axis, an&X =Y x Z. The relation between our coordi-
nate system and the IphiQX({, Y*, Z*) system (see Fig. 3 from
Kivelson et al., 200lLis the following: X is parallel toY*, Y is
aligned withZ*, andZ is parallel toX*.

In the hybrid simulations described here, the dynamics of | =01Te3/2, 0 =192,
upstream iqns and implapted ions is describgd in a ki'netic_ AR, — 0.9 x 1013/((A/10)Z) s tev—372, 3)
proach, while the dynamics of the electrons is described in a
hydrodynamical approximation. where Te denotes the electron temperature andis the

The single particle ion distribution functiofy (r, x, v) hasto ~ Coulomb logarithm (see, e.g., pp. 215-216 fré@raginskii,
fulfill the Vlasov/Boltzmann equation 1969. For the typical plasma torus parametéss=5 eV (elec-
tron temperature) ando = 3600 cnT2 (density) the electri-
cal conductivities arer; ~ 4.7 x 108s7! and o ~ 9.2 x
10 s1. Charged particle—neutral collision frequencies are

. . . ..., calculated depending on the specie in question. For plasma,
whereF symbolizes forces due to electric and magnetic flelds[he thermal veplocityug (@=i.c) pis assurr?ed greater thaF;] the
o I ’

acting on the ionskFeg is the collision term P denotes the pro- drift velocity, so we take
duction rate of the ions by an ionization and charge exchange, '
and Lexch the loss rate of ions due to charge exchange at). Vo0 = o0 2%V, 4)

o

= V.15

c

Here we assume that the charge statg is: 1 and that all ions
ﬁave the same magg;. U; andJ denote the charge-averaged
velocity of all (incoming and pickup) ions and the total current,
gq. (7). The subscript denotes the ion population & 1 for
rmcoming ions and = 2 for pickup ions) and the indéxis the
Sigarticle indexvie andvj, are collision frequencies between ions
§nd electrons, and ions and neutrals that may include Coulomb
collisions and collisions due to particle—wave interaction. Note
that the collision rates used in E(R) must depend on indi-
vidual velocities of ions and electrons. However, we use the
effective resistivityy, n = 0~ = me/ (ne’te), wherere = v
The electrical conductivities may be estimated as

af—irvafvtFaf—F +P—-L (1)
91 s 3% s M, v s = Lcoll exchy
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where the cross sectiar®® is typically about 5x 10~1% cm? represented as a sum of partial pressures of all electron popula-
and (see, e.g., Eq. (17) fromankofsky et al., 198)f tions:

In our simulation we use the low (much smaller that the
real value) effective conductivity t “shot” noi d 5/3 53 ono/t L

g y 10 suppress 's 0 I’IOIS(.-'.' ?-n (ﬁe’li)up + IBE,Plni’p| + ﬂe,lononi’iono)

for modeling lo’s body; hence, we may drop the first collision Pe X b ; (11)
term in the right hand side of E§2) for simplicity. We also
drop the third collisional term in Eq2) for simplicity. We also  where Be, Bepi, and Beiono denote electron upwind, pickup
take into account the interaction of ions with neutral particlesand ionosphere betas. We also assume herenthat= ni up,
by charge exchange (see, E@E3)—(17). We also assume that nepi = nj pi, andnejono = 7i.iono- Otherwise, we have to calcu-
the bulk velocity and thermal temperatures of neutral particlesate the electron pressure from heat balance for electrons (see,

equal zero. e.g.,Braginskii, 196% taking into account the heat fluxes for
In the nonradiative limit Ampére’s law is given by pickup electrons and ionospheric electrons on the right side of

. this equation. At this stage of our research we do not yet have
J=V x B; (5)  a numerical solver for this equation. The ion kinetic approach

¢ allows us to take into account the effects of anisotropy of ion
pressure, the correct mass loading processes, the penetration of
16B ions across the ionosphere, and the asymmetry of plasma flow
c ot +VxE=0. () around lo. Remember that the fluid models which account only
The total current is given by for the s_calar (i.e., |_sotrop|c) ion pressure ma}y re_sult in an extra-
expansion of the pickup ions along the Alfvén wing.

and the induction equation (Faraday'’s law) by

2 Charge exchange may be included in a hybrid model by a

J=Je+Ji; Ji=) enUs=enUi (7)  simple procedurelfpatov et al., 1998; Lipatov, 20Q2hat was

s=1 used for the study of the dynamics of & component inside
whereUs is the bulk velocity of ions of the type s. the heliosphere. The total loss rate i gor the ionized com-

We further assume quasi-neutrality ponent has the form
2
Ne = Zns. (8) Bex(X,V, 1) = / Ja(X, Va, 1) VielaTex(Viel,a) d3Vav (12)
s=1

For massless electrons the equation of motion of the electroyhere the velocity of ions relative to an atom with veloaity
fluid takes the form of standard generalized Ohm'’s law (e.g.IS Vrela = IV — Val.

Braginskii, 1965: If we suppose that the neutral component has a Maxwellian
1 1 distribution, therBex may be approximated aRipkin and Fahr,
E=——(JexB)— —Vpe 1983
éneC €ne
_Me |:Z Ve s |:(Ui —Ug) — ii| + Va,eoUe:|, 9) Bex(X, V, 1) = nq(X, 1) Viel,a0ex(Vrela)- (13)
e B ne

In this paper we assume that the neutral component of lo’s at-
where pe = nme(vy?) /3 = neksTe, andvy, are the scalar elec- mosphere has zero bulk and thermal velocities. If one needs to
tron pressure and the thermal velocity of electrons, and thghclude the nonzero temperature and bulk velocity, the effective
electron current is estimated from E). The evaluation of  average velocity of ions relative to an atom with velocity may
the effective conductivities that correspond the frequengy  be found from the general equationRipkin and Fahr (1983)
gives the following expression The actions of many real ions (AB-10*4) are modeled

w2 w2 1.64 % 104 by following a large but manageably representative sample
Oeo= —— = 'Zeo == / egl (10)  of (10"-10°) simulation particles. At any point in a simula-
Arveo  4mo®Ouy ng tion either when the particles are initially produced or they

where dimensional values aré = ne/ng (€lectron density) ~change direction because of an interaction, it is necessary to ac-
and ny = no/namos (Neutral density). Here we takeg = count properly for the spatial and/or velocity distribution of the
3600 cn13, no = 10° cm~2 and v, = 40 kny's. Equation(3)  process in question in fair manner. The allowed degrees of free-
givesoe = 0.4 x 10 s71 for plasma torus parameters. Equa- dom of the variable in question are then spanned with a method
tion (10) demonstrates that effective conductivity, may ex-  of random deviates whereby the normalized probability density
ceed the value afej near the lo’s surface. In our simulation we distribution of the process in question is integrated over all pos-
assume thatU; — Ug| « J/(ne) and we drop the fourth and sible values (e.qg., directions, velocities, decay times, etc.) and
sixth terms from the right side of E¢P). one fair value is chosen by picking a random number on the in-

Since we suppose that electron heating due to collisions witterval from 0 to 1. One such process is to decide if a simulation
ions is very small, the electron fluid is considered adiabatic. Foion in question will undergo a charge exchange reaction during
simplicity we assume that the total electron pressure may bigs next time step interval.
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Let the time interval* with respect to the charge exchange in the extended halo then corresponds to
be a random variable with a distribution function

-2
Hatmos( 7
r Ghalo X VinatmosWext———— | — (19)
" 4rio Tlo
wi(t) =exp| — | Bexidr |, (14) . .
; for ro < r < 7ro, and the production of new ions from the
0

] o lower exosphere near lo corresponds to
wherel is the particle index.

A survival probability against the charge exchange eventGexo X vinatmosWint exp[—(r — o) /Hatmos]. (20)

wex, May be written as follows: Here Wext and Win; denote the fraction of the total ion produc-

! tion rate in the halo and exospher®/i{; = (70-100% of the
wex (1) =exp[— / ﬂexldt}. (15) total), respectivelynamos denotes the maximum atmosphere
A density, and) is the effective ionization rate per atom or mole-

The integration is over the trajectory of the particle with inélex cule. The vaIue; O.f thg overale, and Wint, in addition to
the total global ionization rate and the total global charge ex-

At the time of creation (either at the boundary of the calculation . -
L ._change rate are found by reproducing, as best as possible, the
box, or at the moment of charge exchange), an ionized particl

has initial coordinates; (t5) = X; o, Vi (fo) = Vi o, and a survival ﬁ) Galileo measurements of B field, plasma density and plasma
probability wex;(fo) = 1. For e’a(,:h new ion \;vith indek we temperature. After much experience in running the model and

have to determine the critical probability;, ; when charge ex- ter:(ammmg rth(;a effercﬁi of \tlce r\]/a\llueé Ofnd'fiﬁretm p;ran:hters c\)/nl
change will occur, and this is done using the relation € measured guantities we have been able to adjust those val-

ues to obtain an adequate “fit” to the measurements. A small
Wey; =&, (16) fraction of those runs is described in the following section of
the paper.

whereé& is random number on the interval from 0 to 1. During i i
The total global ion production can be calculated as

the calculation we have to identify those particles for which the

probability of survival satisfies the condition * ¥
Wex! < Way - (17) Qion=4r / Ghalor® dr + 4 / Gexor® dr. (21)
If the particle satisfies the conditiqd7), then we have to ex- o o

change the velocity of this ion with the velocity of an atom from Here we assume that there is no production-ferr* = 5.6r,.

the atmosphere of lo. In the present simulations, we do nottake The total charge exchanges (in whole computational do-

the cross section into account in(12) because of the weak main) for incoming ionsQp exch and pickup ionsQ¢ exch are

dependence ofv — vp| (as was done in the work dflalama, calculated directly from a charge exchange for each particle

1991). If charge exchange occurs, then a new ionized particlevith the neutral component of lo.

begins its motion witlv; = 0 andwex; = 1. The inner region of lo’s ionosphere is described by immobile
The neutral atmosphere of lo serves as a source of new ionigns with the following density distributions:

mainly by electron impact ionization from corotating (or nearly

corotating) plasma and also by photoionization. The neutral af-5"iono exp(—(r — r10)/ Heit),  forr > rpo,

mosphere also serves as collisional targets for charge exchanggno(1 — 0.5exp(—|r — riol/Het)), for r < rio.

by corotating ions. The impacting ions consist both of up-

stream torus ions as well as newly implanted ions which ar(j)\lote that the inner region of the ionosphere is introduced to

picked up by the motional electric field. We have adopted aavoid the low-density values in the computational cells which

two-component description for the neutral atmosphere of th Vef'ap the surface of lo. We assumethat.thg incoming flow and
form the ionosphere have a small effective resistivity to suppress the

H “shot” noise fluctuations. We also take into account the effect
7 r—r . i )
Nneutral ™ natmos(‘)vextﬂosg + Wint exp(— lo )) of the finite conductivity of lo’s body so that

4 Hatmos
(18)  Oeff =Oup, for r > rio + Hatmos
wherenamosdenotes the maximum value of the neutral densityoes = oigno,  fOr rio < r < rio + Hatmos
extrapolated to the surface of lo. Note that since we are Iim& 0 for r < r
ited computationally to cells which are large compared with the & — 21’ ~ o
scale height of the low altitude cold atmosphere, our value of Our code solves Eq¢l)—(6), (7)—(11), (12)—(17) and (19)—
naimosiS much lower than the true density of 38O and $  (20).
near the surface, but it provides a reasonable description of the Initially the computational domain contains only supersonic
neutral densities from altitudes of 50 km to several lo radii.  plasma torus flow with a homogeneous spatial distribution and
lo’s neutral atmosphere is then assumed to be composed afMaxwellian velocity distribution; the pickup ions have a weak
two components: an extended corona or halo distribution basedensity and spherical spatial distribution. The magnetic field
on the first term on the left hand side of E48) and lower and electric fields ar® = Bg andE = —Ugp x Bg. Inside lo
exosphere distribution close to lo. The production of new ionselectromagnetic fields arE = 0 and B = Bg, and the bulk
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Fig. 2. Incoming (top) and pickup (bottom) ion density in the plane. The  Fig. 3. Incoming (top) and pickup (bottom) ion density in the plane for the
case ceielTable J with B pj = 0.1258¢, Be jono = 0.1258e, Wext = 5%, and same parameters ashiig. 2 See explanation iRig. 7.
Hatmos= 0.06, Iq yp = 0.00125,/q jono = 0.0125, andg |o = 0.0125. See ex-

lanation inFig. 6. . . "
P 9 where a smoothing procedure provides a transition for electro-

» . magnetic fields from the perturbed value to the upstream value
velocities of ions and electrons are also equal to zero. In thgn the side boundaries (see, eldgmeda et al., 2001 This ef-
cases examined iRigs. 9-16we chooseBo/Bo = (0. —1,0),  fgtively allows lo-generated Alfvén disturbances to propagate
Eo/Eo = (~1,0,0) and in the cases examined Higs. 2— 55y The pickup ions exit the computational domain when
8 and 17we chooseBg/ By = (0.0394 —0.9854 0.165% and they intersect the surfaces=5 x Ax, x = DX — 5 x Ax,
EO/EO:(_0'98’__0‘03_940'0)' ) ) ) ... y=5xAy,y=DY—-5xAy,z=5xAz,z=DZ—-5x%xAz.

At > 0 we begin toinject the pickup ions with a distribution T, ,q there is no influx of pickup ions at the side boundaries. At
according to Eqs(19) and (20) Far upstreamz(= —DZ/2), |55 syrface; = rio, the particles are reflected (runsfigs. 9—
the ion flux is assumed to have a Maxwellian distribution, 16) or absorbed (all runs iable 3. There is no boundary
(v —U)2 condition for electromagnetic field, and we also use our equa-
exp[—T}, (22)  tions for the electromagnetic field, E(S), (6) and(9) inside
th the lo but with internal conductivity and the bulk velocity that
wherevy, andU are the thermal and the bulk velocities of the is calculated from the particles. In this way the jump in the elec-
plasma torus flow, respectively. tric field is due to the variation of the value of the conductivity
Far downstream, we adopted a free escape condition for pagnd bulk velocity across lo’s surface. Note that the position of
ticles and Sommerfeld’s radiation condition for the magneticloisx =0,y =0,z=0.
field. On the side boundaries & +DY /2 andx = £DX/2), The three-dimensional computational domain has dimen-
periodic boundary conditions were imposed for incoming flowsionsDX = 20L, DY = 20L, andDZ = 10L, or DX = 14L,
particles and the electromagnetic field. In some cases we alddY = 14L, and DZ = 12L, or DX = 10L, DY = 10L, and
tested the use of the upstream boundary condition for the eled®Z = 8L, where L equals the radius of la;o = 1800 km.
tromagnetic field on the side boundaries. In these situations wé/e used meshes of 264201 x 101, or 161x 161 x 121, or
also employed a buffer zone with thickness about ok108x, 141 x 141 x 121 grid points, and % 10 and 5x 107 parti-

f= noo(nvtzh)_3/2
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cles for ions and pickup ions, respectively, for a homogeneoudispersion and dissipation. On the other hand, good statistics
mesh computation. The time stefr satisfies the condition are required, therefore a sufficiently large number of particles
UmaxA? < mMin(Ax, Ay, Az)/8. per cell have to be used (i.e., to obtain low “shot” noise, which

The relationship between dimensionél,(E, B, pe, n, T) manifests itself as fluctuations in the numerical plasma parame-
and dimensionlesdX’, E’, B', pg, n’, T') parameters may be ters due to a small number of particles per cell).
expressed via the dimensional upstream values as follows:

, , , 3. Resultsof thesimulation
U=U'U, E =E'BoUo/c, B =B'Bg,
Pe = PgPeo n=n'no, T=T/MiU§, (23) To study the interaction of the plasma torus with the
iec%ﬁlosphere of lo the following set of jovian plasma torus
and ionosphere parameters were adopted in accordance with
the Galileo 10 flyby observational dat&rank et al., 1996;
t=t'L/Uo, x=x'L. (24)  Kivelson et al., 1998 corotation velocity,Up = 56.8 km/s;
o , . _ plasma ion densityng = 3500 cnv3; plasma temperature,
The global physics in lo’s environment is controlled by 492 eV: mean ion massi; = 22Mp; ratio of specific heats,

set of dimensionless independent parameters sudd,ass;, y = 5/3; ion and electron betasy = 0.039; fe — 0.0022;

Pe, Mpi/Mp, ion production and charge exchange rates, dify,,qnetic field 8 = 1800 nT; Alfvén and sonic Mach numbers

fusion lengths, and the ion gyroradibas= pci/L. Here p¢j = M = 0.4 andMs = 2.2.

Uo/(eB/Mic) = Mac/wpi and the ion plasma frequenay; = For pickup ions we used the following parameters and/or
vV 47T}’l0€2/Mi . For real values of the magnetiC field the value of ranges of parameters: total ion production raign = (0.7-20)

the ion gyroradius is about 8 km which is calculated from the, 10?8 s-1; mean ion massMp| = 22M,; electron pickup
local bulk velocity. The dimensionless ion gyroradius and gridand ionosphere betagep; = 0-0.0022, Beiono = 0—0.0005;
spacing have the values= 0.0045andA /L =0.1.Inorderto  effective cross section for charge exchanggech= 1.5 x
study the ion kinetic effect, the ion gyroradius has to be resolvedg-15 cn; atmosphere scale heighiamos= (0.06-Q09) x

on the grid. For this reason it was practically necessary to artifi;, ; — 108-162 km; maximum value of the density of the at-
cially increase the value of this paramete#: 0.126, to avalue  mosphereyamos= (0.5-10 x 108 cm™3; effective ionosphere

of Ay/L. Although this allows us to study the some kinetic ef- scale heightHes = (0.0001-000025 x 71 = (0.18—-045) km.
fects for realistic physics, we have to extrapolate our resultfyote that in the calculation the effective ionosphere scale height
into a realistic scale. By scaling the gyroradius in such a wayis smoothed over the nearest grid cell and its specific value is
we preserve the ratio dia, Ms, pi, fe, and more importantly  not crucial. However, for charge exchange between the ions and
accurately preserve any anisotropy of the ion distribution funcatoms we used the analytical formula for the density of the at-
tion with respect to the magnetic field. While, in a perfect worldmosphere without any smoothing. The realistic dimensionless
it would be better to resolve the physical ion gyroradius, thisgiffusion length in the upstream plasma is abotz 2 1078,
would require having the linear dimensions of cells be abougng its value may be higher by factor®td @’ (see SectioB.4)

a factor of ten smaller, which would in turn make the three-inside the ionosphere. However, in our simulations we have
dimensional global simulation a 1000 times larger in numbersg choose a much higher effective diffusion length to suppress
of particles and computational time. By scaling the gyroradiughe numerical “shot” noise. The effective dimensionless dif-
we can presel’ve the essential aSpeCtS of non-iSOtrOpiC ion Veloﬁ_]'sion |ength of the upstream and ionospheric p|asmas are
ity distributions, which is crucial, while accurately modeling alll Ig.up = 0.00125 /4 jono = 0.00125-0025, whereas for lo’s body
ion creation and collisions rates. These are the most importagfe diffusion length igg o = 0.0125-0025, wherelq = 1/Re
aspects of the problem. Despite this approximation, the abilyng the magnetic Reynolds numbeRs= 47 UgLoes/c2. The

ity to perform a hybrid simulation at all is certainly a major ayerage Lunquist number for the ionosphere may be estimated
improvement over the isotropic Maxwellian assumptions of allzg

the fluid-based schemes. The only alternative at this time would

whereas the dimensional time and distance may be express
via the bulk velocityUp and characteristic scale

be to make no progress in this direction. Lg= it _ E,
A Mp
2.2. Numerical method where the characteristic diffusion and Alfvén times ajg =

4roL?/c? and ta = L/va. Note thatLinker et al. (1998)

We employed a standard particle-in-cell (PIC) method withused the following Lundquist numbedrg = 500-1000, mag-
a homogeneous grid. The time integration of the particle equaaetic Reynolds humbeRe = 200-400 and diffusion length,
tions of motion uses a leapfrog scheme. The time integration dfy = 0.00125 for the background plasma. This value of the dif-
the electromagnetic field equations uses an implicit finite differfusion length corresponds to an effective conductivity of about
ence scheme (see, e.gipatov, 2003. We used different time 0.8 x 108 s~ far in upstream (in Gaussian units).
steps for particle and field pushing (subcycling). The code was Since many plasma and atmospheric parameters are still un-
optimized for parallel computation using MPI and OMP. certain we have studied a wide spectrum of simple models in

Since the gyroradius must be resolved, a grid point spacingrder to choose the best ones for interpretation of the obser-
of less than 1 gyroradius is required in order to avoid numericabational data. We can present here only a sample of the wide
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Fig. 4. Electric (top) and magnetic (bottom) fields in the plane for the same  Fig. 5. Electric (top) and magnetic (bottom) fields in the plane for the same
parameters as iRig. 2 Figure shows a strong asymmetry of the electromag- parameters as iRig. 2. Figure shows the formation of an Alfvén wing in the
netic field due to finite gyroradius effects. direction of the main magnetic field.

range of simulation results, which we have explored and whicliorus plasma ion (top) and pickup ion density (bottom) inithe
were in varying degrees of agreement or disagreement with ok-andy—z planes. One can see the increase of the incoming ion
servations in order to illustrate the dependence of the plasmdensity upstream of lo. The pickup ion motion is determined
environment near lo on various values input parameters. Wenainly by the electromagnetic drift. The motion along the mag-
also explored the physical response of the global system to vanetic field is due to the thermal velocity and the gradient of the

ious parameter values and regimes. electron pressure. The asymmetrical distribution of the incom-
ing ions in they— plane may be explained by the existence of
3.1. Global structure of 10's environment the B, component of the upstream magnetic field. The inclina-

tion of the magnetic field results in an asymmetrical boundary
Let us consider first the case for the global picture of the in<ondition for ion dynamics (penetration and reflection) in lo’s

teraction of the plasma torus with lo with an ionization rateionosphere and an asymmetrical Alfvén wing.
Qion = 3.03 x 10?7 s1 (run ceiel,Table 1 and a distribu- The pickup ion distributionFig. 3 (bottom), gives the cor-
tion of neutral component in the form E(L.8). The maximum  rect value for the inclination of the Alfvén wing, 1620° for
value of the atmospheric density igymos= 5 x 10’ cm~3  the upper half-wing and 2432 for the lower half-wing. If
and diffusion lengths arky yp = 0.00125,/qjono = 0.0125, and  we take into account the inclination of the incoming magnetic
l410 = 0.0125. It is worth noting here that clearly our para- field, 10, these values are in satisfactory agreement with the
metrized maximum neutral atmosphere density in combinatioasymptotic values, Fland 3%, for y — co. The density pro-
with our chosen neutral scale height does not represent the afile is a little bit disturbed near the side boundaries. However,
tual atmospheric density of SGt the cold surface of lo, but as already discussed, this perturbation does not affect the region
only an extrapolated value which yields a reasonable distribelose to loFigs. 4 and Show the distribution of the electric and
ution of neutrals in the 50-400-km region of the atmospheremagnetic fields. The asymmetry of the distribution&iandB
Figs. 2 and 3lemonstrate the asymmetrical distribution of theappears to be caused by the finite gyroradius effects of incom-
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Fig. 6. Incoming (top) and pickup (bottom) ion velocity arrows in the plane Fig. 7. Incoming (top) and pickup (bottom) ion velocity arrows in the plane

for the same parameters asHig. 2 The figure demonstrates a flow of pickup for the same parameters asHig. 2 The figure demonstrates a strong expansion
ions from the “corona” across the magnetic field. The incoming ions flowof pickup ion “corona” along the magnetic field line. The incoming ions flow
around the effective obstacle that is produced by pickup ions and ionosphere around the region of extended “corona.”

ing and pickup ions. A weak perturbation of the magnetic field
was observed near the ionosphere of lo: compression of the up-
stream magnetic field and decompression in the plasma wake.

Fig. 5also shows the formation of a strong Alfvén wing in
the direction of the magnetic field. Note that the whistler was
observed as a leading of a wing at the early time of simulation.
Once the simulation stabilized it was replaced by an Alfvén
wave. The perturbation of the electric field inside the wings
is very strong, and it may affect ion dynamics so that parti-
cles flow around the wings. The formation of the Alfvén wing
in a sub-Alfvénic flow near lo was studied first analytically
by Neubauer (1980)The excitation of a whistler wave near
a plasma cloud was studied by using a 3D hybrid simulation
by Lipatov (2002) The above wave propagation is closely con-
nected with the generation of low-frequency waves by the mag-
netic harmonic dipole (local source) in the magnetized plasma.
The first analytical studies of these effects may be found, fofig- 8. Two-dimensional cross sectior_\ for total density in the plane at
example, in the work byan'yan and Lipatov (1972, and refer- © — 1->"lo for the same parameters asfiig. 2
ences therein)

The arrows irFigs. 6 and &how the incoming and pickup due to electromagnetic drift, whereas the motion along the mag-
ion velocities. The incoming ions flow around the effective ob-netic field is determined by the thermal velocity of ions and the
stacle that is produced by pickup ions and the ionosphere. Thalectron pressuré&ig. 8shows a two-dimensional cross section
pickup ions flow from the “corona” across the magnetic fieldcut of total ion density in the—y plane. One can see the asym-
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metry in the distribution relative to the-axis due to the angle
between the bulk velocity and the upstream magnetic field and
to the y-axis due to effects of the finite ion gyroradius.

3.2. Effect of electron temperature on the plasma environment

Our model takes into account the physical effects of the tem-
peratures of three characteristic populations of electrons that
have not been considered before in past MHD models: (a) the
electron population in the plasma tords; (b) the electron pop- _
ulation that is created together with pickup iofisp; (c) the 6 -4 2 0 5 4 6
electron population that is created with ions in the ionosphere,

Teiono. In accordance with our assumption about the partiaFig- 9. Total density, temperature and magnetic field alongxtheis atz =

? . . i = : — — 09 —
pressures of electron populations, we chose the following valt>1o: The ¢ase witife pi =0, fie jono = 0, Wext = 0%, andHatmos= 0.06.
ues for electron temperatures in these simulatidiasx Se, N
Te.pi X Be,pi = Be, aNdTe iono o Beiono = 0.258¢. The value of
Be,iono Was estimated froriig. 12(Saur et al., 1999 Note that

for the cases discussed in this section the pickup ions are gen- N
erated only in the exosphere, i.8/ex; = 0. 3.0
Let us consider case (djig. 9 shows one-dimensional cuts 25

of the total ion density, temperature and magnetic field along the
x-axis forz = 1.5r;p andy = 0. One can see two peaks in the o
distribution of the density, each of which has a width of about

rio and maximum densities of about 4 and 6.5 relative to the up-
stream density. The depletion of the densityx at 2L may be

explained as follows. When the supersonic flow passes around

the obstacle, a wake with a decreased density is formed. A sim-

ple example of a such void is the lunar plasma wake. However,

in our case an asymmetrical pickup ion high density obstacle -5 0 5

provides an asymmetrical void in lo’s plasma wake. X/L

The temperature profile has two peaks with maximum temFig. 10. Two-dimensional cross section for total density in the plane at
peratures of about 2.3 and 0.7. These peaks do not correlate 1.5:,. The case withBe,pi = 0, fe,iono = O, Wext = 0%, and Hatmos=
with the peak in density because the temperature of the ion%06.
is determined by the heated ions from the incoming flow and
pickup ions. The magnetic field profile shows a decrease with
a minimum value of about 0.5 in the plasma wake and with
some significant oscillations={g. 9). Fig. 10 shows a two-
dimensional cross section of the total ion density across the
plasma wake = 1.5rp). One can see three strong maxima.
This distribution is determined by finite ion gyroradius effects.

If we take into account the temperature of the electron pop-
ulation that is created with the pickup ions (case (b)), the distri-
bution of the ions in the plasma wake is changed significantly.
The one-dimensional total density profile has one peak with a
value of about 8Kig. 11). The temperature profile also has one
strong peak with a value of about 1.9, and the magnetic field has
a depletion with a minimum value 0.Fig. 11). Fig. 12shows Fig. 11. Total dens_ity, temperature and magnetic field alongrthgis atz =
a two-dimensional cross section of the total density across th>1o- T"e 6ase Wit pi = fe. fejono =0, Wext = 0%, andHaimos=0.06.

plasma wake. One can see a strong peak narrowdinection _
and wide iny-direction. temperature at the two peaks are abo &nd 055 relative

In case (c), when the temperature of electrons produced if© the upstream value of 0.3. The peaks are separated by a
side the ionosphere is also taken into account, we have théistance of 4o. The magnetic field profile has a minimum
following distribution of plasma properties in the wakég. 13 ~ at the plasma wake witt® = 0.55 (Fig. 13. Fig. 14 shows
shows one-dimensional cuts of the total density, temperaturéie two-dimensional cross section of the total density across
and magnetic field. The density profile has a wide peak witithe plasma wake. One can see a strong peak which is narrow
a thickness of aboutrf, and a peak value of ~ 6. The tem-  in the y-direction and wide in the-direction. By introducing
perature profile has a two-peak distribution. The values of theool electrons inside the ionosphere we are trying to account in
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Fig. 12. Two-dimensional cross section for total density inthe plane at; =
1.5r5. The case Witme,Pl = e, ,Be,iono =0, Wext = 0%, andHatmos= 0.06.

0.67
0.4Ff N
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Fig. 13. Total density, temperature and magnetic field alongxteeis at
zZ= 1.5r|0. The case Witme,P| = ﬂe, ﬂe,iono = ﬁe, Wext = 0%, Hatmos= 0.06.

Y/L

Fig. 15. Two-dimensional cross sections for pickup ion density inathe
plane atz = 1.5r 5. The cases with (topBep| = 0, Beiono = 0; (middle)

Be,pl = e, Bejiono = 0; (bottom) Be p| = Be, Beiono = 0.-258e. Wext = 0%,
and Hatmos= 0.06. Fig. demonstrates asymmetry of pickup ion density across
the wake.

which are created in different regions of lo’s environment may
strongly affect the global ion distributiofrig. 15demonstrates
the importance of the electron pressure in the region close to lo.
In the absence of pickup and ionospheric electron pressure,
the interaction of the plasma torus ions with lo is strongly asym-
Fig. 14. Two-dimensional cross section for total density in the plane at ~ metrical in thex— plane due to the finite ion gyroradius. In the
z=15rip. The case Witle p| = Be, Be,iono = Be, Wext= 0%, Hatmos=0.06.  plasma wake a “space-mixing” of the pickup ions is observed
that results in the formation of an asymmetrical tongue-type
an appropriate way for the cooling effect on electrons throughdistribution in thex— plane. The effusion of pickup ions in the

electron—neutral collisions close to lo. y-direction is also weak because of small valueap§ and the
Finally, we show the two-dimensional cuts of pickup ion velocity of the pickup ions iry-direction,Fig. 15(top).
density for all three casegsig. 15 (top, middle, bottom). In the opposite case, when the gradient of the pressure

One can see that the temperatures of the electron population$ the pickup electron population and the pressure of the
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ionospheric electron population causes a strong electrostatic
field, the pickup ion density distribution in the— plane be-
comes more symmetrical and wider across the wake compared
with the above case (cFig. 15(top and bottom)). The gradi-

ent of the electron pressure also causes a strong effusion of the
pickup ions along the Alfvén wing (sefeig. 15 (bottom and
top)).

Finally, in the intermediate case when the pressure of the
ionospheric electron population is small, an asymmetrical dis-
tribution of pickup ion density with strong effusion along the
Alfvén wing is observedrig. 15(middle). So, we can conclude
that the pressure of the pickup ions is responsible for effusion
processes while the pressure of the ionospheric electron popu-
lation is responsible for the formation of a symmetrical distri-
bution with the maximum in density located near thye= 0)
plane.

All three cases, (a), (b) and (c), demonstrate strong asymme-
tries in the distributions of pickup ion density, temperature and
magnetic field in comparison with MHD and electrodynamicFig. 16. Total density, temperature and magnetic field alongxteeis at

models. z = 1.5rp for cases withfep| = Be, Beiono = 0.258e, Hatmos= 0.06,
lg,up = 0.0025; (solid line) Wext = 10%, Ig jono = 0.0025; (dotted line)
Wext = 30%,1 jono = 0.0025; (dashed linelVext = 10%,/q jono = 0.025.

2 4 6

0
X,/L

3.3. Effect of the distribution in pickup ion injection on the
plasma environment 3.4. Effect of ionospheric conductivity on the plasma
environment

To study the role of pickup ions from the halo we simulated |, the previous cases we have assumed a high conductivity
lo’s environment for cases when the ion production rate in thgg, the ionosphere and lo’s body. Realistic models of lo could
halo corresponds t®ex = 10% andWex = 30% of the total  jhclude a conducting core, surrounded by a poorly conduct-
(halo plus exosphere) ion production rate. Note that all otherng mantle (a Moon-like model), or lo may be considered as
parameters are the same in these cases. a poorly conducting body throughout. In this section we shall

Fig. 16 (solid line) presents one-dimensional cuts for den-model Io as a poorly conducting body. We may estimate the val-
sity, temperature and magnetic field fdvext = 10% and ues of the effective conductivity inside the ionosphere of lo by
Beiono = 0.258e. The value 0fBe jono Was estimated frorBaur  the following expression for the Pedersen conductivifyand
etal. (1999) The density profile has a maximum value of aboutthe Hall conductivitys, (Saur et al., 1999
n ~ 7.2, that is larger than the observed values 5.1, and 5
has a characteristic width of the peak of,3 The temperature o1 = en _@civio _ “pi_ Vio
profile shows a two-peak distribution. The maximum values in B wf+vZ, Am o+
the peaks ard’/Tpo ~ 3 andT/Tp ~ 2.1 that correspond rea-
sonably well to the observational daténk et al., 1996 The and
distance between peaks is abouf, 3hat is a little bit wider en Vi weriwCi vZ,
than observed value,r@d. The magnetic field profile has a 2= B w2+ 02 4T w2 12
minimum value in the plasma wake & ~ 0.5 that also cor- o e o e
responds to the minimum value of ti# in the observational For our assumed parameters of the ionosphere and atmosphere
data Kivelson et al., 1995 Fig. 16(dotted line) shows the one- ©Of lo we obtain
dimensional cuts for density, temperature and magnetic field for 7 1
Wext = 30%. The density profile has a maximum value of about’* ™ 48x 10°-2x 10"s
n ~ 5.83 with a characteristic width of the peak ofi# which and
is a little bit wider than that irFig. 16(solid line) and is a lit- S
tle higher than observed. The temperature profile also shows%® ~6x10°-24x 10" s,
two-peak distribution. The maximum values in the peaks arerhe above formula gives the value of the effective diffusion
T/To~ 6.8 andT/Tp ~ 2.4. Note that the first maximum in |ength,/q jono = 0.0046-002.
the temperature is higher than observédatk et al., 1996; Let us consider now the results of a simulation with a high
Kivelson et al., 1995 The magnetic field profile shows a min- ionospheric conductivity. Note that all other parameters in this
imum value of the magnetic field in the plasma wdke- 0.56  case are the same as that showifFig. 16 (solid line) except
that corresponds the observational data. that a higher diffusion length is usel},iono = 0.0125-0025.
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3t

Fig. 16 (dashed line) shows one-dimensional cuts of the den-
sity, temperature and magnetic field for the case with a larger
diffusion length /4 jono = 0.025. The value of the peak density

is aboutn ~ 7.5 with the same thickness of the peak3ro, as

in the case with a small diffusion length, i.e., high conductiv-
ity. The maximum values of the peak temperature, 3 and 2 are
approximately the same in either case. However, the magnetic
field profile shows much stronger field variation in the exter-
nal region of the plasma wake in the lower conductivity case.
The analysis of the magnetic field inside lo shows that the re-
duced conductivityl( jono = 0.025,Fig. 16 (dashed line)) near
the ionosphere and inside lo may reduce the magnetic field in-
side lo by 20-40%, but the peak plasma density at the Galileo
trajectory is only reduced by 5% in comparison with the model

N(cm”3 x 1074)

T(eV)

with high conductivity. E
m

3.5. Comparison with Galileo observational data

The results of the measurements by the particles and field

instruments on the Galileo Orbiter during the December 1995 _

flyby of lo provided new and important information with which =)

realistic simulations for the plasma interaction can be tested. &

Along that trajectory physical sighatures of the wake were seen

as a broad depression in the magnetic fiddd/€lson et al.,

1996, sharp peaks in the ior-fank et al., 1996and electron

(Gurnett et al., 1996densities, a slowing of the plasma inthe

core of the wake, a deep ion temperature decrease in the cen—E, RLRAAK
2] n

ter of the wake, and a large (factor of 3) ion temperature rise
in the flanks of the wakeHrank et al., 1996 The magnetic C
field perturbation was broader spatially than the density peak,  -1000C
and showed a double-reversed structure, whereby the perturba-

tion (as defined by the difference from the outer jovian B-field

value) was actually weaker right near the close-approach poirtig. 17. Comparison of Galileo PLS (I0 pasdjrgnk et al., 1996 and
than it was somewhat adjacent to the center of the wake. FAfAG (Kivelson et al., 1995 (the open circles) data with the lo hy-
comparison of our computational model with the observationaf™d Medel results along the trajectory for cases wiglp) = 0.125k,

; ; Beiono = 0.1258e, Wext = 5%, Hatmos = 0.06, njong = 800:g, and
data we made a run with the following plasma parameters,dup — 0.00125, Igjono = 0.0125, andlq o — 0.0125: (solid line, case

-500 -

X(Io radii)

Bepl = 0.1258, Bejiono = 0.1258¢, niono = 8001g, Hatmos= nce, Table 1) in the absence of charge exchange; (dotted line, case ceiel,
0.06r10, Wext = 5%, Ig,up = 0.00125, andg iono = 0.0125. The  Table ) with distribution of the neutral component in formreytral ~
conductivity of lo is chosen so thag |, = 0.0125. natmod Wext(Hatmos/4) (rio/r)? + Wint €Xp(—(r — ri0)/ Hatmos), natmos =

Let us consider first a case in the absence of charge exchan&é x 10° cm-

processes (case ntable ). The total ion production rate was ) ) o
Oion = 4.8 x 1077 s~L. Fig. 17(solid line) shows the compari- the plasma wake, which are modeled naturally in our kinetic

son of plasma parameters and magnetic field components froﬁgscnptmn for the ions. Thg maximum value of these currer_1ts
the simulation model and observations along the Galileo tralS located near the equatorial plane in the boundary layer (in-
jectory (Pass 10). Note that we interpolated the grid values oterface) between the external plasma flow and the pickup ions
the plasma parameters and the magnetic field onto the podP the plasma wake. Ths. profiles in these simulations cor-
tions of the Galileo spacecraft. We can see that the density pedRspond very well to the observed data. However, the left max-
is slightly shifted to the right in comparison to the observedimum in the magnetic field is smaller than the observed one.
one. The left peak in the temperature profile is a little bit nar-Unfortunately fluctuations in the magnetic field components are
rower than the observed one while the right peak is a little bifiot very small due to “shot” noise in our simulation. So the lack
higher than the observed one. The simulation yields a somewhaf perfect agreement between observed and computed values of
smaller value ofB, at largex, x >> rio, due to perturbation of B« is probably just the result of less than a perfect plasma sim-
the electromagnetic field in the region aboyex{ 0) and be- ulation model (“shot” noise) and the simplified models of the
low (y < 0) the equatorial plane. Unlike the MHD models, the ionosphere and lo’s body.

hybrid model yields &, profile with a reverse structure in the Let us consider now the cases with a charge exchange rate
middle of the plasma wake. This type of behavior may be exthat corresponds to the maximum value of the density of the at-
plained by the diamagnetic and accelerational drift currents imospherenamos= 10° cm~2. We assume here that the charge
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Table 1
Dependence of torus ion charge exchange rate and pickup ion charge exchange rate versus the maximum value of atmospherical density andeionizatior
(Qo=10%"s71
Case natmos/ 108 cm3 Qion/ Q0 Op.exch/ Qo Oc.exch/ Q0 Comments
Model without charge exchange

nce 48 0 0 Density peak is in good agreement with observations, the profile is too wide.
Temperature and magnetic field are in a good agreement with observations,
Fig. 17

Models with charge exchangedeytral™ natmoseXp(—(r — r10)/ Hatmo9)

ceil 1 227 Density, temperature amg}, in satisfactory agreement with observations.

cei2 1 257 Density and temperature in satisfactory agreement with observalipns,
component is weaker than observed.

cei3 5 21 Density in good agreement with observations; temperaturearate not.

ceid4 10 14 126 14 Density with strong narrow peak, temperature in satisfactory agreement
with observationsBy, is weaker than observed.

cei5 10 21 12 202 Density with two peaks, temperature is in satisfactory agreement with

observationBy has much stronger depletion than observed.

Models with charge exchangedeytra™ natmod Wext(Hatmos'4) (r1o/7)% + Wint €Xp(—(r — r10)/ Hatmos))

ceiel 05 3.03 3169 313 Density, temperature ar), in good agreement with observatioffrdy. 17.

ceie2 05 4.04 267 387 Density and temperature in satisfactory agreement with observalipiis,
a weaker than observed.

ceie3 1 303 527 56 Density is higher than the observations, variatioBjnis a weaker than
observed.

ceied 1 404 555 7.93 Density is higher than observations, variatioBinis weaker than observed.

ceieb 5 404 183 397 Density is much higher than in an observations, variation irBthés strong
but profile is wider than observed.

ceie6 10 2 295 375 Two-peak density profile, variation in ttB, is much stronger than
observed.

ceie7 10 03 28 448 Density is much higher than in observations, variation inhés much
weaker than observed.

ceie8 10 404 275 60. Density is much higher than in observations, variatio®jnis much

weaker than observed.

exchange process is due to only the exponential (lower) part afation rate ofQion = (3.03—404) x 10?7 s1. In the case with
the neutral atmosphere. alower ionization rateQjon = 3.03x 10?” s~1, the density pro-

In the case wher@jon, = 2.27 x 1077 s1 (case ceilTa- file is in agreement with the observation, but the temperature is
ble 1), the density profile has a smaller effective value but thea little bit higher in the peaksg. 17, dotted line). The mag-
total temperature is a little bit higher. The left peak in the tem-netic field profile B,) is in a qualitative agreement with the
perature profile is also a little bit narrower than in the obser-observation[tig. 17, dotted line). In the case with a higher ion-
vational data while the right peak is a little bit higher than theization rate Qion = 4.04x 10?7 s~1, the density profile is a little
observed one. The perturbationB is a little bit smaller than  bit higher in peak than the observed one and the temperature is a
in the case with no charge exchange. little bit lower in the left peak. The magnetic field profilB,() is

In the case with higher total ion production rat@ion = much smoother than in the observation (not showfign 17).

2.57 x 10?7 s71 (case cei2Table 1 the density profile has a One of the main issues in the plasma torus—lo interaction is
higher effective value but the total temperature is a little bitthe question about the real obstacle in this interaction. There
lower. We can see that the density profile is depleted on thare two possible candidates—(1) mass loading by the pickup
left side and the width of the peak is smaller compared with theons originally produced from lo’s atmosphere by the ionization
case without charge exchange. The left peak in the temperatuog charge exchange processes between the incoming plasma
profile is also a little bit narrower than in the observational dataorus ions and the neutral atmosphere, or (2) charge exchange
while the right peak is a little bit higher than the observed oneprocesses between the pickup ions originally produced in lo’s
The perturbation inB, is a little bit smaller than in the case atmosphere and the neutral atmosph&gdle 1gives a sum-
without charge exchange. mary of the results of the simulations for the various models

In previous cases we assumed that the charge exchang&at are discussed here.
process is only due to the lower altitude, exponential part of the In the case with a high density for lo’s atmosphere®(10
neutral atmosphere. Let us consider now the results of a simulaem3), the charge exchange rate becomes very hiten ~
tion that also includes the charge exchange due to the extendél7-9) x 10?8 s~ (cases ceie6, ceie7 and cei&8ble 1. Note
atmosphere which is distributed a3? (cases ceiel—ceieBa-  that in these cases the charge exchange rate for incoming ions
ble ). is much smaller than for pickup ions. We also compared the

Let us consider first the cases with a low maximum value oftharge exchange rates in the extermab(rio + 4Haimo9 and
the density of atmosphergamos=5 x 10’ cm 3, and anion-  the internal £ < rio + 4Hammod regions separately. The charge
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exchange rate for incoming ions in the external region has ap-

proximately the same value as the charge exchange rate in the

internal region. However, the charge exchange rate for pickup
ions in the external region is approximately 20 times smaller
than the charge exchange rate in the internal region.

The model withnamoes= 5 x 10° cm=2 (case ceie5Ta-
ble 1) corresponds to a total charge exchange @tgch =
5.8 x 10?8 s71. The models withnaimes= 10° cm™3, cases

ceie3 and ceie4 (imable 1) correspond to total charge exchange o

rates ofQexch= 1.09 x 1078 and 135 x 10?8 s~1, respectively.
Finally, the models withiamoes= 5 x 10’ cm~23 (cases ceiel
and ceie2, inTable 1) correspond to charge exchange rates of
Qexch=6.12 x 10°” and 654 x 10?’ s~1, respectively.

The magnetic field profileR,) does not match the observa-
tional data very well for a small ionization rat@on = 2.1 x
10%’s~1 (case ceie3lable 1), whereas the total density value in
the plasma wake is much larger than observed in the case with
a higher ionization rateQjon = (3.03-404) x 10?’ s1 (cases
ceiel and ceieZjable 1. Hence, the models with a high charge
exchange rateQexch= (6.5-9 x 1078 s~1, are not realistic be-
cause they cannot explain the observational data.

Our analysis of all the models run (many more than pre-

sented in this paper) finds that two cases show a reasonably

good fit to the observational data, better than previous MHD or
electrodynamic model attempts. Surprisingly one is the unphys-
ical model without charge exchange (case Aedle 1 Fig. 17
(solid line)). The other is the realistic model with charge ex-
change, case ceieTdble 1), which hasiagmoes= 5 x 10’ cm™3

and an ionization rat®ion = 3.03 x 10?’ s~1. This one is
shown as the dotted lindgsg. 17. It provides global charge ex-
change rate®p exch= 3.16 x 107’ s™! and Q¢ exch= 3.13 x

1077 s~1 for plasma torus ions and pickup ions, respectively.
This would correspond to an MHD model with a combined

fresh ion mass-loading and the charge exchange rate, (charge

exchange contributes to the momentum and energy friction
terms in MHD) of 12 x 10?8 s~1 (Combi et al., 200R There-
fore, we find that the interaction is dominated in roughly equal

parts between primary torus ion charge exchange and secondary

pickup ion charge exchange.
4. Conclusions

3D Boltzmann simulations of the interaction of the jovian
plasma torus with lo, have demonstrated several new features:

e The whistler (lead front) and quasi-stationary Alfvén waves
(wings) strongly affect plasma flow around lo.

e The effect of the finite ion gyroradius that results in for-
mation of the asymmetrical boundary layer in the vicin-
ity of lo’s ionosphere is important. The plasma parameters
have a strongly asymmetrical distribution across lo’s wake.
The kinetic behavior of ion dynamics reproduces the in-
verse structure of the magnetic field (due to drift current)
which cannot be explained by standard MHD or electro-
dynamic simulations which do not account for anisotropic
ion pressure. The diamagnetic effect of non-isotropic gy-
rating pickup ions broadens the B-field perturbation and

produces increased temperatures in the flanks of the wake,
as observed by the Galileo spacecraft, but not explained
by previous simulations. Note that a two-fluid simulation
(Saur et al., 2002produces the double-peak signature with
spatial scale much smaller than in observation.

The cold, dense wake is produced, as in MHD, but was not
produced in electromagnetic simulations without the ad hoc
addition of bidirectional electrons.

The temperatures of the electrons which are created and
cooled by collision with neutrals in the exosphere and in-
side the ionosphere may strongly affect the pickup ion
dynamics along the magnetic field and consequently the
pickup distribution across the wake. In the absence of an
observed global picture of the plasma distribution, the sim-
ulation serves to demonstrate the wide range of global con-
figurations that are possible for various electron tempera-
ture descriptions. A full hybrid simulation for the plasma
including an electron temperature treatment that accounts
for electron—neutral collisions and a detailed neutral de-
scription would be required to produce an accurate global
picture from the first principles.

The effective conductivity of lo’s ionosphere may change
strongly the distribution of the magnetic field near and
inside lo. The reduced conductivity (increased diffusion
length,lq = 0.025) near the ionosphere and inside lo may
reduce the magnetic field inside lo by 20—40% and the peak
of the plasma density at the Galileo trajectory by 15%.

The best models that fit the observational data well are: (1)
the model without charge exchange and an ionization rate
Qion = 4.8 x 107" s71, and (2) the model with ionization
rate Qion = 3.03 x 10?” s~1 and the total charge exchange
rate Qexch = 6.3 x 10?7’ s"1. The best MHD model had

a total fresh ion mass-loading rate ofx610°’ s* and

a charge exchange rate, which contributes to the momen-
tum and energy friction terms, ofAx 10?8 s~1 (Combi et

al., 2003. The reason for the factor of 2 difference results
from the above-described pressure anisotropy effect in the
kinetic simulation, and the resulting tighter plasma distrib-
ution near the equator plane defined by lo. Higher densities
near the equator (i.e., at Galileo’s position) result from an
overall lower global ionization rate when accounting for the
pressure anisotropy of pickup ions.

For the hybrid model calculations presented here, the
value of the ion gyroradius was much larger than the re-
alistic value. This was done out of computational neces-
sity, because using a realistic value would require many
more correspondingly smaller cells and simulation par-
ticles (by factor of the cube of the ratio), which would
have made a global 3D calculation impossible. In the fu-
ture we plan to investigate the effects of using a realistic
value with limited-domain experiments. While we expect
that a smaller simulation ion gyroradius may result in a
smaller asymmetry in the global simulation, we do not ex-
pect any strong changes in the plasma and magnetic field
profiles because the value of the gyroradius used is still
much smaller than the characteristic scale of the problem—
the radius of lo. The choice of the large-than-realistic value
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